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Abstract. We study solutions and the free boundary ∂{|u| > 0} of the sub-

linear system

∆u = λ+(x)|u+|q−1u+ − λ−(x)|u−|q−1u−,

from a regularity point of view.
For λ±(x) > 0 and Hölder, and 0 < q < 1, we apply the epiperimetric

inequality approach and show C1,β-regularity for the free boundary at asymp-

totically flat points.
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1. Introduction

1.1. Problem setting. In this paper we study the elliptic system

(1) ∆u = λ+(x)|u+|q−1u+ − λ−(x)|u−|q−1u−,

where λ± > 0 are Hölder regular, u = (u1, . . . , um), with u : B1 ⊂ Rn −→ Rm,
n ≥ 2, m ≥ 1, and u± = (u±1 , · · · , u±m). Here | · | stands for the Euclidian norm,
B1 = B1(0) is the unit ball, and the equation is in the weak sense. Solutions of (1)
are the unique minimizers (up to the prescribed boundary values) of the energy

(2) J0(u) =

∫
B1

(
|∇u|2 +

2

1 + q
λ+(x)|u+|1+q +

2

1 + q
λ−(x)|u−|1+q

)
dx.

We are interested in the regularity of both minimizers u of (2) and their free
boundaries ∂{x : |u(x)| > 0}. Our departing point is a W 1,2-solution to this
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equation, regardless of the boundary data. Since for each i = 1, · · · ,m, ∆ui ∈ L2/q

we will have ui ∈ W 2,2/q and a bootstrap argument will show that ui ∈ W 2,p for
all p < ∞. The main question is about the higher regularity of the solution along
with the regularity of the free boundary ∂{|u| > 0}.

For clarity of exposition, and for readers’ convenience we shall carry out the
analysis for the case λ+ = λ− ≡ 1. In Section 5 we shall explain the obvious and
necessary changes for the general case in (1). We thus, in what follows, consider
the equation

(3) ∆u = f(u) := |u|q−1u, in B1(0), where q ∈ (0, 1),

that are minimizers to

(4) J(u) =

∫
B1

(
|∇u|2 + 2F (u)

)
dx,

where

F (u) =
1

1 + q
|u|1+q.

The case q = 0 was studied in [2] and it has been shown that the set of ”regular”1

free boundary points is locally a C1,β surface. It is noteworthy that in the scalar
case, when m = 1, one recovers also the two phase free boundary problem

(5) ∆u = (u+)q − (u−)q,

which was investigated in [4], from a regularity point of view, with partial re-
sults. When solutions of (5) are assumed to be non-negative, the optimal regularity
Cbκc,κ−bκc for the solution has been shown, where κ = 2/(1 − q), as well as the
regularity of the free boundary close to almost flat points; see [1, 3, 7, 8].

In this paper we study the behaviour of solutions as well as the free boundary
close to asymptotically flat points, and obtain results along the lines of [2].

1.2. Notations and Definitions. For clarity of exposition we shall introduce
some notation and definitions here that are used frequently in the paper.

Throughout this paper, Rn will be equipped with the Euclidean inner product
x · y and the induced norm |x|, Br(x0) will denote the open n-dimensional ball
of center x0, radius r with the boundary ∂Br(x0). In addition, Br = Br(0) and
∂Br = ∂Br(0). For a set A, d(x,A) stands for the distance between x and A. In
the text we use the n-dimensional Hausdorff measure Hn. For a real number s, we
denote the greatest integer below s by bsc, i.e. s− 1 ≤ bsc < s.

Also, we will denote the derivative of function f by fu and the derivative matrix
of u by ∇u = [∂iuj ]1≤i≤n,1≤j≤m with the notation

|∇u|2 =

m∑
i=1

|∇ui|2, ∇u : ∇v =

m∑
i=1

(∇ui · ∇vi),

∇u · ξ = ξt∇u = (∇u1 · ξ, · · · ,∇um · ξ), for all ξ ∈ Rn.

We denote by Γ(u) = ∂{|u| > 0} ∩ {|∇u| = 0} the set of free boundary. Moreover,
for q ∈ (0, 1) we fix the following constants throughout the paper:

κ =
2

1− q
, α = (κ(κ− 1))−κ/2.

1For the meaning of regular points, see Definition 1.3.
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1.3. Main results. Let us first assume that a solution u = (u1, . . . , um) of (3), is
such that all components of u are positive. Then we have the following result.

Proposition 1.1 (Regularity near the one-phase free boundary points). Let u be
a solution of the system (3), and ui ≥ 0 in Br(x0) for some i. Then there is a
constant c = c(n, q) such that

ui(x) ≤ c(ui(x0) + |x− x0|κ), ∀x ∈ Br/2(x0).

This theorem shows that if u(x0) = 0, then all derivatives of u of order less than
κ at point x0 vanish. However, we can not expect to obtain Cbκc,κ−bκc-regularity
in the general case, particularly when some components of u change signs. Indeed,
the ODE y′′ = yq, with initial condition y(0) = 0 6= y′(0), has a solution whose
third derivative is unbounded, y′′′ = qy′yq−1.

In order to study the optimal decay of solutions near such points, we start with
a definition of the subset Γs(u) of the free boundary Γ(u) as follows

Γs(u) :=
{
z ∈ Γ(u) : there exists some c > 0 and a vector function Pm that each

component is a polynomial of degree at most m < s, such

that for all r > 0 we have sup
Br(0)

|u(x+ z)−Pm(x)| ≤ crs
}
.

We will show that Γκ(u) contains only points at that all derivatives of order less
than κ are zero.

Theorem 1.2. Let u be a solution of the system (3) with u(z) = 0. Consider
` = bκc to be the greatest integer below κ, i.e. κ− 1 ≤ ` < κ, then z ∈ Γκ(u) if and
only if

sup
Br(z)

|u| = o(r`).

To investigate the regularity of free boundary, we consider “asymptotically one-
phase-points” that is, a subset of Γ(u) such that the blow-ups belong to

H := {x 7→ αmax(x · ν, 0)κe : ν ∈ Rn and e ∈ Rm are unit vectors} .
Members of these class are κ-homogeneous global solutions of (3). When the do-
main is a plane, i.e. n = 2, all κ-homogeneous global solutions are classified (see
Proposition 6.1 in Appendix). The members of H are called half-plane solutions.

Definition 1.3. We denote by Ru the set of all regular free boundary points of
x0 ∈ Γ(u), which has at least one blow-up limit of u at x0 that belongs to H.

This definition is well-defined according to the uniqueness of blow-up, as we will
show later. (See Remark 4.4). Our main result concerning the regularity of the free
boundary is presented in the following theorem.

Theorem 1.4 (Regularity of the free boundary). The set of regular free boundary
points Ru is locally in B1 a C1,β-manifold.

We choose the epiperimetric inequality approach to prove this result. Since the
first application of this approach in [9], it has been used in various articles (see for
example [2] for an application in a system or [10] for a sublinear scalar equation
case). This inequality, Theorem 3.1, with a monotonicity formula, Proposition 2.3,
provides an estimate for the energy decay. Indeed, one can control the rate of
convergence ‖u(x0 + ·) − h‖L1(Br) in this approach, where h belongs to H. In
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Theorem 4.7, we will show that when h ∈ H, the rate of convergence is rn+κ+β for
some β > 0.

In order to keep the presentation simple, we consider the constant coefficient
case (3) and do all calculation first for that. In Section 5, the result is extended to
the general form (1).

2. Higher Regularity of Solutions

In this section we will study the regularity of solutions of (3) and prove Propo-
sition 1.1 and Theorem 1.2.

Proof of Proposition 1.1. Let ϕ(r) := −
∫
∂Br(x0)

ui and observe that ui ≥ 0, in the

statement of the theorem. Since ∆ui = |u|q−1ui ≥ 0, we know that ϕ(r) is increas-
ing and

(6) ϕ′(r) =
r

n
−
∫
Br(x0)

|u|q−1ui ≤
r

n

(
−
∫
Br(x0)

ui

)q(
−
∫
Br(x0)

ui
|u|

)1−q
≤ r

n

(
ϕ(r)

)q
,

where in the last inequality we have applied −
∫
Br(x0)

ui ≤ ϕ(r). Form (6), we obtain

ϕ(r)1−q − ϕ(0)1−q ≤ r2

2n
,

and hence

ϕ(r) ≤ (ui(x0)1−q +
r2

2n
)κ/2 ≤ Cq(ui(x0) + rκ).

On the other hand, ui is a nonnegative subharmonic function and there is a constant
Cn such that

ui(x) ≤ Cn−
∫
∂Bρ(x0)

ui, for every x ∈ Br/2(x0) and ρ = 2|x− x0|.

Therefore, ui(x) ≤ c(n, q)(ui(x0) + ρκ) ≤ c(ui(x0) + |x− x0|κ). �

Corollary 2.1. Let u be a solution of the system (3) and x0 ∈ Γ. There exists a
constant c = c(n, q) such that if ui ≥ 0 in Br(x0) for all i, then

sup
Br(x0)

|u| ≤ crκ.

Now we are going to prove Theorem 1.2. The necessity of vanishing derivatives
is deduced from the following proposition when s = κ. The proof follows the same
line of reasoning as that of the proof of Proposition 2.1 in [4].

Proposition 2.2. Let u be a solution of system (3) and z ∈ Γs(u) for s ≤ κ, then
all the derivatives of order m < s−2

q at point z are zero.

This proposition in a special case will imply that if z ∈ Γκ(u) then all derivatives
of u at the point z up to order m < κ exist and are equal to zero, i.e. we must
have Pm(x) = 0 in definition of Γκ(u). Thus when we are looking for points with
regularity Cbκc,κ−bκc in the free boundary Γ(u), we might find them among the
points where all the derivatives below κ exist and are zero. Theorem 1.2 shows
that this is a sufficient condition for a free boundary point to belong to Γκ(u). We
divide the proof in two different cases, depending on whether κ is integer or not.
Before that we need to show that the monotonicity formula (which is established
by the third author in [9] for the classical obstacle problem), holds in the present
setting.
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Proposition 2.3. Let u be a solution of (3) in Br0(x0) and let

W (u, x0, r) =
1

rn+2κ−2

∫
Br(x0)

(
|∇u|2 + 2F (u)

)
dx− κ

rn+2κ−1

∫
∂Br(x0)

|u|2 dHn−1.

(i) For 0 < r < r0, the energy function W (u, x0, r) is non-decreasing.
(ii) The function x 7→W (u, x, 0+) is upper-semicontinuous.

Proof. For ur(x) := u(x0 +rx)/rκ we can apply the relations r∂rur = ∇ur ·x−κur
and W (ur, 0, s) = W (u, x0, rs) to write for s > t > 0,

W (u, x0, s)−W (u, x0, t) =

∫ s

t

∫
∂B1(0)

2

r
|∇ur · x− κur|2dHn−1dr ≥ 0.

For (ii), if W (u, x0, 0+) > −∞, for an arbitrary ε > 0, we may by monotonicity,
part (i), choose r such that W (u, x0, r) ≤W (u, x0, 0+)+ε/2. For this fixed r, there
is a δ-neighborhood of x0 such that W (u, x, r) ≤W (u, x0, r) + ε/2. Therefore,

W (u, x, 0+) ≤W (u, x, r) ≤W (u, x0, r) + ε/2 ≤W (u, x0, 0+) + ε.

The case, W (u, x0, 0+) = −∞ will be proved by a similar argument. We must show
that for an arbitrary constant M > 0, W (u, x,+0) < −M in some neighborhood
of x0. Here, choose r > 0 such that W (u, x0, r) ≤ −2M , and for this r take a
δ-neighborhood of x0 such that W (u, x, r) ≤W (u, x0, r) +M ≤ −M . �

Proof of sufficiency part of Theorem 1.2. Case κ /∈ N: If the statement of the
theorem fails, then there exists a sequence rj → 0 such that

sup
Br

|u| ≤ jrκ, ∀ r ≥ rj , sup
Brj

|u| = jrκj .

In particular the function ũj(x) =
u(rjx)
jrκj

satisfies

sup
x∈BR

|ũj(x)| ≤ Rκ, for 1 ≤ R ≤ 1

rj
,

with equality for R = 1, along with

∆ũj =
∆u(rjx)

jrκ−2
j

=
f(ũj)

j1−q −→ 0 locally uniformly.

From here we conclude that {ũj} is bounded in C1,α
loc (Rn) and that there is a

convergent subsequence, tending to a harmonic function u0 with growth κ, i.e.

(7) sup
BR

|u0| ≤ Rκ, for all R ≥ 1, sup
B1

|u0| = 1, ∆u0 = 0,

and

(8) u0(0) = |∇u0(0)| = · · · = |D`u0(0)| = 0.

Obviously (7)-(8), along with the fact that κ /∈ N, violates Liouville’s theorem and
we have a contradiction in this case.

Case κ ∈ N: Let ur(x) = u(rx)
rκ and notice that ∆ur = f(ur). By elliptic theory

(see Theorem 8.17, in [6]) it suffices to show that
∫
B1
|ur|1+q dx is bounded. Using
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monotonicity formula, Theorem 2.3, we have

2

1 + q

∫
B1

|ur|1+q ≤
∫
B1

2F (ur) ≤W (ur, 0, 1)−
∫
B1

|∇ur|2 + κ

∫
∂B1

|ur|2

≤W (u, 0, r)−
∫
B1

|∇ur −∇p|2 + κ

∫
∂B1

|ur − p|2

≤W (u, 0, 1) + κ

∫
∂B1

|ur − p|2,(9)

where each component of p = (p1, . . . , pm) ∈ Pκ is an arbitrary homogeneous
harmonic polynomial of order κ. We need only to show that

∫
∂B1
|ur − πr|2 is

bounded for every r ≤ 1, where πr = argminp∈Pκ
∫
∂B1
|ur − p|2. The function πr

satisfies ∫
∂B1

p · (ur − πr) dHn−1 = 0, for every p ∈ Pκ.

Now suppose, towards a contradiction, that there is a sequence rk → 0, such that

Mk =
(∫

∂B1

|urk − πrk |2 dHn−1
)1/2

−→∞.

For wk =
urk−πrk
Mk

, we have ‖wk‖L2(∂B1) = 1 and ∆wk =
f(urk )

Mk
,∫

B1

|∆wk|(1+q)/q ≤ 1

M
(1+q)/q
k

∫
B1

|urk |1+q ≤ C

M
(1+q)/q
k

(
1 +

∫
∂B1

|urk −πrk |2
)
→ 0,

where in the last inequality we have used (9). Now {wk} being bounded inW 2,2(B1)
there is a weakly convergence subsequence with limit w0, satisfying ∆w0 = 0,
‖w0‖L2(∂B1) = 1 and

(10)

∫
∂B1

p ·w0 = 0, for every p ∈ Pκ.

On the other hand, we have∫
B1

|∇wk|2 − κ
∫
∂B1

|wk|2 =
1

M2
k

( ∫
B1

|∇urk |2 − κ
∫
∂B1

|urk |2
)

≤ 1

M2
k

(
W (u, 0, rk)− 2

∫
B1

F (urk)dx
)

≤ 1

M2
k

W (u, 0, 1) −→ 0.

Therefore, we obtain

(11)

∫
B1

|∇w0|2 − κ
∫
∂B1

|w0|2 ≤ 0.

On the other hand by Lemma 4.1 in [11], each component wi0 of w0 must satisfy

κ

∫
∂B1

(wi0)2 ≤
∫
B1

|∇wi0|2.

Summing over i and comparing with (11), this along with

wi0(0) = |∇wi0(0)| = · · · = |D`wi0(0)| = 0

implies that wi0 is a homogeneous harmonic polynomial of order κ. But (10) implies
that w0 = 0 on ∂B1 which contradicts ‖w0‖L2(∂B1) = 1. �
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Remark 2.4. The first part of the proof, case κ /∈ N, works when the equation is
relaxed to |∆u| ≤ c0|u|q.

3. The Epiperimetric Inequality

This section is devoted to provide the main tool of our approach, the epiperi-
metric inequality. Firstly, let us define the boundary adjusted energy

M(v) :=

∫
B1

(
|∇v|2 + 2F (v)

)
dx− κ

∫
∂B1

|v|2dHn−1.

Theorem 3.1 (The epiperimetric inequlaity). There exist ε ∈ (0, 1) and δ > 0
such that if c ∈ W 1,2(B1;Rm) is a homogeneous function of degree κ and ‖c −
h‖W 1,2(B1;Rm) ≤ δ for some h ∈ H, then there exists a function v ∈ W 1,2(B1;Rm)
such that v = c on ∂B1 and M(v) ≤ (1− ε)M(c) + εM(h).

Proof. Suppose toward a contradiction that there are sequences εi → 0, δi → 0,
ci ∈W 1,2(B1;Rm) and hi ∈ H such that ci is homogeneous of degree κ and satisfies

‖ci − hi‖W 1,2(B1;Rm) = inf
h∈H
‖ci − h‖ = δi,

and

(12) M(v) > (1− εi)M(ci) + εiM(hi), for all v ∈ ci +W 1,2
0 (B1;Rm).

Rotating in Rn and in Rm if necessary, we may assume that

hi(x) = α(x+
n )κe1 =: h(x),

where e1 = (1, 0, · · · , 0) ∈ Rm. Notice that the energy M takes a constant value
on H, and that subtracting M(h) from the inequality (12), we obtain

(13) (1− εi)(M(ci)−M(h)) < M(v)−M(h), for all v ∈ ci +W 1,2
0 (B1;Rm).

Now observe that for all φ = (φ1, · · · , φm) ∈W 1,2(B1;Rm),

δM(h)(φ) :=2

∫
B1

∇h : ∇φ+ |h|q−1h · φdx− 2κ

∫
∂B1

h · φdHn−1

=2

∫
B1

(
−∆h + f(h)

)
· φdx+ 2

∫
∂B1

(
∇h · x− κh

)
· φdHn−1 = 0.

Thus we can subtract (1−εi)δM(h)(ci−h) from the left hand side and δM(h)(v−h)
from the right hand side of (13) to obtain

(1− εi)
(∫

B1

|∇(ci − h)|2 dx− κ
∫
∂B1

|ci − h|2 dHn−1(14)

+ 2

∫
B1

F (ci)− F (h)− f(h) · (ci − h) dx
)

<

∫
B1

|∇(v − h)|2 dx− κ
∫
∂B1

|v − h|2 dHn−1

+ 2

∫
B1

F (v)− F (h)− f(h) · (v − h) dx.

Define now the normalized functions wi := (ci − h)/δi, which along a subsequence
converge weakly in W 1,2(B1;Rm) to a function w. The proof proceeds then in the
following four steps:
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Step 1. w = 0 in B1 ∩ {xn < 0}.
Step 2. w solves the equation ∆w = fu(h)(w) in B1 ∩ {xn > 0}.
Step 3. w ≡ 0.
Step 4. wi → 0 strongly in W 1,2(B1;Rm) as the subsequence i→∞.

Since ‖wi‖W 1,2(B1;Rm) = 1, Step 3 and Step 4 imply a contradiction proving the
theorem.

Step 1. We insert v := (1 − η)ci + ηh in (14) where η ∈ W 1,2
0 (B1) is radially

symmetric and satisfies 0 ≤ η ≤ 1, and obtain

(1− εi)
∫
B1

F (ci)− F (h)− f(h) · (ci − h) dx

<Cδ2
i +

∫
B1

F (v)− F (h)− f(h) · (v − h) dx

≤Cδ2
i +

∫
B1

(1− η)
(
F (ci)− F (h)− f(h) · (ci − h)

)
dx,

where convexity of F is used in the last inequality. From this we obtain∫
B1

(η − εi)
(
F (ci)− F (h)− f(h) · (ci − h)

)
dx < Cδ2

i .(15)

We first integrate on B+
1 = B1 ∩ {xn > 0} where |h| > 0, to arrive at∫

B+
1

(η − εi)
(
F (ci)− F (h)− f(h) · (ci − h)

)
dx

=

∫
B+

1

∫ 1

0

∫ t

0

(η − εi)
(
fu(h + s(ci − h))(ci − h) · (ci − h)

)
dsdtdx

=

∫
B+

1

∫ 1

0

∫ t

0

(η − εi)
(
|h + s(ci − h)|q−1|ci − h|2

+ (q − 1)|h + s(ci − h)|q−3((h + s(ci − h)) · (ci − h))2
)
dsdtdx

=
( ∫ 1

0

(η(r)− εi)rk(q+1)+n−1dr
) ∫

∂B+
1

∫ 1

0

∫ t

0

(
|h + s(ci − h)|q−1|ci − h|2

+(q − 1)|h + s(ci − h)|q−3((h + s(ci − h)) · (ci − h))2
)
dsdtdHn−1

≥
( ∫ 1

0

(η(r)− εi)rk(q+1)+n−1dr
) ∫

∂B+
1

∫ 1

0

∫ t

0

q|h + s(ci − h)|q−1|ci − h|2 dsdtdHn−1

=

∫
B+

1

∫ 1

0

∫ t

0

q(η − εi)|h + s(ci − h)|q−1|ci − h|2 dsdtdx.

It is noteworthy that the phrase inside the parentheses in the last inequality is
positive when εi is small enough. Now comparing the last inequality with (15)
gives us the bound∫
B−1

(η − εi)
δ1−q
i

F (wi)dx+

∫
B+

1

∫ 1

0

∫ t

0

q(η − εi)|h + s(ci − h)|q−1|wi|2 dsdtdx < C.
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As i→∞ we conclude that ∫
B−1

ηF (w)dx ≤ 0.

Therefore w = 0 in B−1 .
Step 2. Insert v := η(h + δig) + (1 − η)ci into (14) where η ∈ C∞0 (B+

1 ) with
values in [0, 1] and g ∈W 1,2(B1;Rm)∫

B1

|∇wi|2 dx+
2

δ2
i

∫
B1

F (ci)− F (h)− f(h) · (ci − h) dx

<Cεi +

∫
B1

|∇((1− η)wi + ηg)|2 dx

+
2

δ2
i

∫
B1

F (v)− F (h)− f(h) · (v − h) dx.

It follows that∫
B1

(1− (1− η)2)|∇wi|2 dx+
2

δ2
i

∫
B+

1

F (ci)− F (h)− f(h) · (ci − h) dx

< Cεi +

∫
B1

|∇(ηg)|2 + 2∇((1− η)wi) · ∇(ηg)

+ |∇η|2|wi|2 − 2(1− η)(∇wi · ∇η) ·wi dx

+
2

δ2
i

∫
B+

1

F (v)− F (h)− f(h) · (v − h) dx,

and then passing to the limit as i→∞,∫
B1

|∇w|2 dx+ lim sup
i→∞

∫
B+

1

∫ 1

0

∫ t

0

2fu(h + sδiwi)(wi) ·wi dsdt dx

≤
∫
B1

|∇((1− η)w + ηg)|2 dx

+ lim inf
i→∞

∫
B+

1

∫ 1

0

∫ t

0

2fu(h + sδi((1− η)wi + ηg))

((1− η)wi + ηg) · ((1− η)wi + ηg) dsdt dx.(16)

On the other hand, in B+
1 ∩ supp η, we have

fu(h + sδiwi)(wi) ·wi =|h + sδiwi|q−1|wi|2

+ (q − 1)|h + sδiwi|q−3((h + sδiwi) ·wi)
2

−→fu(h)(w) ·w,
where the convergence is valid due to the dominated convergence theorem. A similar
convergence holds for the right hand side of (16), and hence∫

B1

|∇w|2 dx+

∫
B+

1 ∩supp η

fu(h)(w) ·w dx

≤
∫
B1

|∇((1− η)w + ηg)|2 dx

+

∫
B+

1 ∩supp η

fu(h)((1− η)w + ηg) · ((1− η)w + ηg) dx.
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Consider an open ball B ⊂ B1 ∩{xn > 0}. We may choose η := 1 in B and g := w
outside B to obtain that∫

B

|∇w|2 dx+

∫
B

fu(h)(w) ·w dx ≤
∫
B

|∇g|2 dx+

∫
B

fu(h)(g) · g dx,

for all g ∈W 1,2(B;Rm) coinciding with w on ∂B. Therefore,

∆w = |h|q−1w + (q − 1)|h|q−3(h ·w)h.

Step 3. Let wj := w · ej for 1 ≤ j ≤ m, then

∆wj = qκ(κ− 1)(x+
n )−2wj , for j = 1,

and

∆wj = κ(κ− 1)(x+
n )−2wj , for j > 1.

Now extend wj to a homogeneous function of degree κ in {xn > 0} and define

w̃j(x
′, xn) :=

 wj(x
′, xn), xn > 0,

−wj(x′,−xn), xn < 0,

which is a homogeneous weak solution of degree κ and satisfies

(17) ∆w̃j =

 qκ(κ− 1)|xn|−2w̃j , for j = 1,

κ(κ− 1)|xn|−2w̃j , for j > 1.

Note that as a result of Step 1, the trace of w vanishes on {xn = 0}. If we
consider now any multiindex µ ∈ Zn−1

+ ×{0} and the higher order partial derivatives
∂µw̃j =: ζ then ζ satisfies again in the same equation in Rn. Then ζ is by repeated

local energy estimates contained in W 1,2
loc (Rn) and ζ is a homogeneous function of

degree κ−|µ|1. From the integrability and homogeneity we infer that ∂µw̃j ≡ 0 for
κ − |µ|1 − 1 ≤ −n/2. Thus x′ 7→ w̃j(x

′, xn) is a polynomial and the homogeneity
and integrability imply the existence of a polynomial p of degree deg p < κ+ 1

2 − 1,

such that wj(x
′, xn) = xκnp(

x′

xn
) for xn > 0. Next we take µ ∈ Zn−1

+ ×{0} such that

|µ|1 = deg p, then ∂µwj = ∂µpx
κ−|µ|1
n . Comparing with the equation (17), in the

case that ∂µp 6= 0, implies that

(κ− |µ|1)(κ− |µ|1 − 1) = qκ(κ− 1), for j = 1,

(κ− |µ|1)(κ− |µ|1 − 1) = κ(κ− 1), for j > 1,

and hence
|µ|1 = 1, or 2κ− 2, for j = 1,

|µ|1 = 0, or 2κ− 1, for j > 1.

On the other hand, we have deg p < κ− 1
2 , and only the cases |µ|1 = 1 for j = 1 and

|µ|1 = 0 for j > 1 are possible. For j = 1, we obtain that w1(x) = xκn(d+ ` ·x′/xn),
whereupon the equation for w1 yields that

∆w1 = (κ−1)(κ−2)xκ−3
n (dxn+` ·x′)+2d(κ−1)xκ−2

n = qκ(κ−1)xκ−3
n (dxn+` ·x′).

We deduce that d = 0 and that w1(x) = xκ−1
n `·x′ in {xn > 0}. By similar argument

for j > 1, we find that w(x) = (xκ−1
n `1 · x′, `2xκn, . . . , `mxκn).
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Recall that we have chosen h as the best approximation of ci in H. It follows
that for hν(x) := αmax(x · ν, 0)κe1,

(18) (wi,hν − h)W 1,2(B1;Rm) ≤
1

2δi
‖hν − h‖2W 1,2(B1;Rm).

Now let ν → en so that ν−en
|ν−en| converges to the vector ξ (where ξ · en = 0), then

o(1) ≥
∫
B1

(wi · e1)κ(x+
n )κ−1(x · ξ)+

∇(wi · e1) ·
[
κ(x+

n )κ−1ξ + κ(κ− 1)(x+
n )κ−2(x · ξ)en

]
dx.

Choosing ξ = (`1, 0) and passing to the limit in i, we obtain that

0 ≥
∫
B1

κ(x+
n )2κ−2(x′ · `1)2 + κ(x+

n )2κ−2|`1|2

+ κ(κ− 1)2(x+
n )2κ−4(x′ · `1)2dx.

Hence, `1 = 0, and w · e1 = 0.
It remains to show that w · ej = 0 for j > 1. Apply once more the relation (18)

for ht = α(x+
n )κet instead of hv, where et = (cos t)e1± (sin t)ej , and let t→ 0. We

obtain

(wi,±α(x+
n )κej)W 1,2(B1;Rm) ≤ 0.

Therefore,

`j‖(x+
n )κ‖2W 1,2(B1) = 0,

and `j = 0.
Step 4. In order to show the strong convergence of wi in W 1,2(B1;Rm), choose

v := (1−η)ci+ηh as a test function in (14), where η =: max(0,min(1, 2(1−|x|))).
Then as in Step 1, we obtain∫
B1

|∇wi|2dx+

∫
B1

η − εi
δ2
i

[
F (ci)− F (h)− f(h) · (ci − h)

]
dx

≤Cεi +

∫
B1

|∇((1− η)wi)|2dx

=Cεi +

∫
B1

(1− η)2|∇wi|2 − 2(1− η)(∇wi · ∇η) ·wi + |∇η|2|wi|2dx

and∫
B1/2

|∇wi|2dx+

∫
B−1

ηF (wi)dx+

∫
B+

1

∫ 1

0

∫ t

0

qη|h + s(ci − h)|q−1|wi|2 dsdtdx

≤Cεi +

∫
B1

|∇η|2|wi|2 − 2(1− η)(∇wi · ∇η) ·widx.

At this point, notice that second and third integral in the last relation are positive
and use the homogeneity of wi to obtain∫
B1

|∇wi|2 dx = 2n+2κ−2

∫
B1/2

|∇wi|2 dx

≤ 2n+2κ−2
(
Cεi +

∫
B1

|∇η|2|wi|2 − 2(1− η)(∇wi · ∇η) ·widx
)
→ 0.

�



12 MORTEZA FOTOUHI, HENRIK SHAHGHOLIAN AND GEORG S. WEISS

4. Regularity of Free Boundary at Regular Points

In this section, we will study the regularity of the free boundary near a one-phase
point at which at least one blow-up limit coincides with a half-plane solution.

4.1. Nondegeneracy.

Proposition 4.1. Let u be a solution of (3) with 0 < q < 1. Then there is a

positive constant c = c(q, n) such that if x0 ∈ {|u| > 0} and Br(x0) ⊂ B1, then

sup
Br(x0)

|u| ≥ crκ.

Proof. Let v(x) := |u(x)|1−q. Then

∆v = (1− q) + (1− q) |∇u|2

vκ−1
− 1 + q

1− q
|∇v|2

v
.

For any y ∈ {|u| > 0} (close to x0), set w(x) = c|x − y|2 for small constant c > 0
to be specified later. Then h = v − w satisfies in {|u| > 0}

Lh := ∆h+
1 + q

1− q
(∇(v + w)

v
·∇h−4c

v
h
)

= (1−q)−4c(
n

2
+

1 + q

1− q
)+(1−q) |∇u|2

vκ−1
≥ 0,

provided that c is small enough. In particular h cannot attain a local maximum in
Br(y) ∩ {|u| > 0}. On the other hand h < 0 on ∂{|u| > 0} and hence the positive
maximum of h is attained on ∂Br(y), and we conclude that

sup
∂Br(y)∩{|u|>0}

(v − w) ≥ v(y) > 0,

which amounts to
sup

∂Br(y)∩{|u|>0}
v ≥ cr2.

Letting y → x0, we arrive at the statement of the lemma. �

4.2. Energy decay.

Theorem 4.2 (Energy decay). Let x0 ∈ B1 ∩ ∂{|u| > 0}, and suppose that the
epiperimetric inequality holds with ε ∈ (0, 1) for each

cr(x) := |x|κur(
x

|x|
) =
|x|κ

rκ
u(x0 +

r

|x|
x)

and for all r ≤ r0 < 1. Finally let u0 denote an arbitrary blow-up limit of u at x0

and Λ = (n+ 2κ− 2)ε/(1− ε). Then

|W (u, x0, r)−W (u, x0, 0+)| ≤ |W (u, x0, r0)−W (u, x0, 0+)|
(
r

r0

)Λ

,

for r ∈ (0, r0), and there exists a constant C depending only on n and ε such that∫
∂B1

|ur(x)− u0(x)|dHn−1 ≤ C|W (u, x0, r0)−W (u, x0, 0+)|1/2(
r

r0
)Λ/2.

Proof. We define

e(r) := W (u, x0, r)−W (u, x0, 0+) = r−n−2κ+2

∫
Br(x0)

(
|∇u|2 + 2F (u)

)
dx

− κr−n−2κ+1

∫
∂Br(x0)

|u|2 dHn−1 −W (u, x0, 0+)
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and calculate

e′(r) =− n+ 2κ− 2

r

(
e(r) +W (u, x0, 0+)

)
+ κr−n−2κ

∫
∂Br(x0)

|u|2 dHn−1

+ r−n−2κ+2

∫
∂Br(x0)

(
|∇u|2 + 2F (u)

)
dHn−1

− 2κr−n−2κ+1

∫
∂Br(x0)

(∇u · ν) · udHn−1 − κ(n− 1)r−n−2κ

∫
∂Br(x0)

|u|2 dHn−1

=− n+ 2κ− 2

r

(
e(r) +W (u, x0, 0+)

)
− κ

r
(n− 2)

∫
∂B1

|ur|2 dHn−1

+
1

r

∫
∂B1

(
|∇ur|2 + 2F (ur)

)
dHn−1 − 2κ

r

∫
∂B1

(∇ur · ν) · urdHn−1

≥− n+ 2κ− 2

r

(
e(r) +W (u, x0, 0+)

)
+

1

r

∫
∂B1

|∇θur|2 − (κ(n− 2) + κ2)|ur|2 + 2F (ur)dH
n−1

=− n+ 2κ− 2

r

(
e(r) +W (u, x0, 0+)

)
+

1

r

∫
∂B1

|∇θcr|2 − (κ(n− 2) + κ2)|cr|2 + 2F (cr)dH
n−1

=− n+ 2κ− 2

r

(
e(r) +W (u, x0, 0+)−M(cr)

)
.

At this point, we employ the minimality of u as well as the assumption that the
epiperimetric inequality M(v) ≤ (1 − ε)M(cr) + εW (u, x0, 0+) holds for some
v ∈ W 1,2(B1;Rm) with cr-boundary values and we obtain for r ∈ (0, r0) the
estimate

e′(r) ≥n+ 2κ− 2

r

( 1

1− ε
(M(ur)−W (u, x0, 0+))− e(r)

)
=
n+ 2κ− 2

r
(

1

1− ε
− 1)e(r) =

n+ 2κ− 2

r

ε

1− ε
e(r).

By the monotonicity formula Proposition 2.3, e(r) ≥ 0, and we conclude in the
non-trivial case e > 0 that in (r1, r0)

e(r) ≤ e(r0)
( r
r0

)Λ
for r ∈ (r1, r0),

which proves the first statement.
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Now using once more the monotonicity formula, Proposition 2.3, we get for
0 < ρ < σ ≤ r0 an estimate of the form∫
∂B1

|uσ(x)− uρ(x)| dHn−1 ≤
∫
∂B1

∫ σ

ρ

|∂rur|dr dHn−1

=

∫ σ

ρ

r−1

∫
∂B1

∣∣∇ur · x− κur
∣∣ dHn−1dr

≤
∫ σ

ρ

r−1/2

√
nωn

2

(∫
∂B1

2

r

∣∣∇ur · x− κur
∣∣2 dHn−1

)1/2

dr

=

√
nωn

2

∫ σ

ρ

r−1/2
√
e′(r)dr

≤
√
nωn

2
(log(σ)− log(ρ))1/2(e(σ)− e(ρ))1/2.

Considering now 0 < 2ρ < 2r ≤ r0 and intervals [2−k−1, 2−k) 3 ρ and [2−`−1, 2−`) 3
r the already proved part of the theorem yields that∫
∂B1

|ur(x)− uρ(x)| dHn−1 ≤ C1(n)

k∑
i=`

(log(2−i)− log(2−i−1))1/2(e(2−i)− e(2−i−1))1/2

≤ C2(n)

k∑
i=`

(e(2−i)− e(2−i−1))1/2

≤ C2(n)(e(r0))1/2
k∑
i=`

(r02i)−Λ/2

≤ C2(n)(e(r0))1/2r
−Λ/2
0

∞∑
i=`

2−iΛ/2

≤ C3(n, κ, ε)(e(r0))1/2(r02`)−Λ/2

≤ C3(n, κ, ε)(e(r0))1/2(
2r

r 0
)Λ/2. �

4.3. Uniqueness of blow-up. In this subsection, we will show the uniqueness of
blow-up and estimate the rate of convergence of the scaled solution to its blow-up
in Theorem 4.7.

First we need to prove some preliminaries.

Lemma 4.3. The half-plane solutions of the system (3) are isolated (in the topology
of W 1,2(B1(0);Rm)) within the class of homogeneous solutions of degree κ.

Proof. We suppose towards a contradiction that this does not hold. Then there
exists a sequence of homogeneous solutions of degree κ, say un, such that

0 < inf
h∈H
‖un − h‖W 1,2(B1(0);Rm) = ‖un − ĥ‖W 1,2(B1(0);Rm) =: δn → 0, as n→∞,

where ĥ = α(x+
n )κe1. When passing to a subsequence, (un − ĥ)/δn =: wn ⇀ w

weakly in W 1,2(B1(0);Rm), the limit w is still a homogeneous function of degree
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κ. Furthermore, for φ ∈ C∞0 (B1;Rm) we have

−
∫
B1

∇wn · ∇φdx =
1

δn

∫
B1

(f(un)− f(ĥ)) · φdx

=
1

δn

∫
B1

∫ 1

0

d

dt
f(ĥ + t(un − ĥ)) · φdtdx

=

∫
B1

∫ 1

0

fu(ĥ + tδnwn)(wn) · φdtdx.

If suppφ ⊂ B−1 , let n→∞ we conclude that∫
B−1

fu(w)(w) · φdx = lim
n→∞

∫
B−1

fu(wn)(wn) · φdx

=− lim
n→∞

∫
B−1

qδ1−q
n ∇wn · ∇φdx = 0.

Then w ≡ 0 in B1(0) ∩ {xn < 0}. Now for every suppφ ⊂ B+
1 ,

−
∫
B+

1

∇w · ∇φdx =

∫
B+

1

fu(ĥ)(w) · φdx.

Thus ∆w = fu(ĥ)(w) in B1(0) ∩ {xn > 0}.
On the other hand, we know that ĥ is the best approximation to un among all

half-plane solutions. But then it follows exactly as in Step 3 of the proof of the
epiperimetric inequality Theorem 3.1 that w ≡ 0. In order to obtain a contradic-
tion to the assumption δn > 0 by which ‖wn‖W 1,2(B1(0);Rm) = 1, it is therefore

sufficient to show the strong convergence of ∇wn to ∇w in L2(B1(0);Rmn) as the
subsequence n→∞. But by compact imbedding on the boundary∫

B1

|∇wn|2 =

∫
∂B1

wn · ∇wnν dH
n−1 −

∫
B1

wn ·∆wn

=κ

∫
∂B1

|wn|2 dHn−1 − 1

δ2
n

∫
B1

(un − ĥ) · (f(un)− f(ĥ)) dx

≤κ
∫
∂B1

|wn|2 dHn−1 → 0,

as the subsequence n→∞. �

Remark 4.4. Theorem 4.2 proves the uniqueness of blow-ups provided ur remains
in a δ-neighborhood of H, where δ is the constant introduced in the epiperimetric
inequality. Lemma 4.3, however, provides this condition.

Proposition 4.5. Let u 6≡ 0 be a homogeneous solution of degree κ satisfying
{|u| = 0}◦ 6= ∅. Then M(u) ≥ αn/2, and equality implies that u is a half-plane
solution; here αn = 2M(h) for every h ∈ H.

Proof. The proof is by induction on n, the dimension of the domain. In one space
dimension the statement is an immediate consequence of the homogeneity. We
assume that it holds for every solution in dimension ≤ n− 1 and that it is violated
by a homogeneous solution u of degree κ in dimension n, that {|u| = 0} contains
the ball B and that en ∈ ∂B ∩ ∂{|u| > 0}. The homogeneity of u implies that

W (u, en, 0+) = lim
r→0+

W (u, en, r) = lim
r→0+

W (u,
en
m
,
r

m
) = W (u,

en
m
, 0+),
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and by the upper semicontinuity of the function x 7→W (u, x, 0+),

W (u, en, 0+) = lim sup
m→∞

W (u,
en
m
, 0+) ≤W (u, 0, 0+) ≤W (u, 0, 1) = M(u) <

αn
2
.

Thus every blow-up limit u0 of u at the point en satisfies the inequality M(u0) <
αn/2. (Note that by the nondegeneracy property u0 6≡ 0.) Now the homogeneity of
u tells us that u0 must be constant in the direction of the vector en and that again
{|u0| = 0}◦ 6= ∅, so ũ := u0|Rn−1 is a homogeneous solution of degree κ satisfying
{|ũ| = 0}◦ 6= ∅, and

αn
2
>

∫
B1

|∇u0|2 + 2F (u0) dx− κ
∫
∂B1

|u0|2 dHn−1 =
1− q
1 + q

∫
B1

|u0|1+q dx

=
2(1− q)

1 + q

∫
{|x′|<1}

∫ √1−|x′|2

0

|ũ(x′)|1+q dxndx
′

=
2(1− q)

1 + q

∫ 1

0

√
1− r2rn−2+κ(1+q)dr

∫
∂B′1

|ũ(x′)|1+q dHn−2

=2M(ũ)

∫ 1

0

√
1− r2rn−2+κ(1+q)dr

≥αn−1

∫ 1

0

√
1− r2rn−2+κ(1+q)dr =

αn
2
,

which contradicts the induction hypothesis. (Notice that the last equality is ob-
tained by the same calculation for h(x) = α(x+

1 )κe ∈ H instead of u0.)
Finally, we assume inductively that the second part of the statement holds for

every dimension ≤ n−1 and consider the case of a homogeneous solution u of degree
κ in dimension n satisfying M(u) = αn/2, B ⊂ {|u| = 0} and en ∈ ∂B∩∂{|u| > 0}.
As in the first part of the proof we obtain that every blow-up limit u0 of u at the
point en satisfies the inequlity M(u0) ≤ αn/2, that u0 is constant in the direction of
en and that {|u0| = 0}◦ 6= ∅. Defining again ũ := u0|Rn−1 , which is a homogeneous
solution of degree κ satisfying {|ũ| = 0}◦ 6= ∅, the calculation in the first part of
the proof yields that M(ũ) ≤ αn−1/2. Thus ũ must be a half-plane solution by the
induction hypothesis, and so must u0. Therefore, for 0 < rm → 0, every blow-up
limit of u at the point rmen must be a half-plane solution. Assuming that u /∈ H,
we find by a continuity argument for an arbitrary θ ∈ (0, 1) a sequence ρm → 0
such that

dist(ρ−κm u(rmen + ρm·),H) = θdist(u,H) > 0,

where the distance is measured in the W 1,2(B1(0);Rm)-norm. On the other hand,
it follows that u(rmen + ρm·)/ρκm converges in W 1,2(B1(0);Rm) to a homogeneous
solution u∗ of degree κ along a subsequence m→∞. Although the boundedness of
u(rmen + ρm·)/ρκm implies the weak convergence in W 1,2(B1(0);Rm), the compact
embedding on the boundary proves the strong convergence as at the end of the
proof of Lemma 4.3. The conclusion is that dist(u∗,H) = θdist(u,H) > 0 which
for small θ contradicts the isolation property Lemma 4.3. �

Remark 4.6. Proposition 4.5 and Lemma 4.3 show that the infimum energy of all
κ-homogeneous solutions outside of H is strictly greater than αn/2. From this fact
we infer that the set of regular free boundary points Ru is open relative to Γ(u).
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Theorem 4.7. Let Ch be a compact subset of Ru. Assume that u0(x) = αmax(x ·
ν(x0), 0)κe(x0) is the blow-up limit of u at x0 which is a half-plane solution, for
some ν(x0) ∈ ∂B1(0) ⊂ Rn and e(x0) ∈ ∂B1(0) ⊂ Rm. Then there exists r0 > 0
and positive constant C, such that∫

∂B1

∣∣∣u(x0 + rx)

rκ
− αmax(x · ν(x0), 0)κe(x0)

∣∣∣ dHn−1 ≤ CrΛ/2,

for every x0 ∈ Ch and every r ≤ r0. Here, Λ is the exponent defined in Theorem
4.2.

Proof. In view of Theorem 3.1 and Theorem 4.2, it is sufficient to show that

dist(
u(x0 + r ·)

rκ
,H) ≤ δ,

for every x0 ∈ Ch and r ≤ r0, where the distance is measured in theW 1,2(B1(0);Rm)-

norm. Assume now towards a contradiction that dist(u(xi+ρi ·)
ρκi

,H) ≥ δ > 0 for some

xi ∈ Ch and ρi → 0. By a continuity argument, for each θ ∈ (0, 1) there is a se-

quence ρ̃i < ρi such that dist(u(xi+ρ̃i ·)
ρ̃κi

,H) = θδ. Then ui := u(xi+ρ̃i ·)
ρ̃κi

is bounded

in W 1,2(B1(0);Rm), and passing to a limit with respect to a subsequence we obtain
a solution uh satisfying dist(uh,H) = θδ. Moreover,

W (uh, 0, r) = lim
i→∞

W (ui, 0, r) = lim
i→∞

W (u, xi, rρ̃i) = αn/2.

Thus uh is a κ-homogeneous solution by Proposition 2.3 and so for small θ contra-
dicts the isolation property in Lemma 4.3. �

4.4. Proof of Theorem 1.4. Let us consider x0 ∈ Ru. By Theorem 4.7 there
exists δ0 > 0 such that B2δ0(x0) ⊂ B1, B2δ0(x0) ∩ ∂{|u| > 0} = B2δ0(x0) ∩Ru and

(19)

∫
∂B1

∣∣∣u(x1 + rx)

rκ
− αmax(x · ν(x1), 0)κe(x1)

∣∣∣ dHn−1 ≤ CrΛ/2,

for every x1 ∈ ∂{|u| > 0} ∩ Bδ0(x0) and for every r ≤ min(δ0, r0). We now
observe that x1 7→ ν(x1) and x1 7→ e(x1) are Hölder continuous with exponent β

on ∂{|u| > 0} ∩Bδ1(x0) for some δ1 ∈ (0, δ0):

α

∫
∂B1

∣∣max(x · ν(x1), 0)κe(x1)−max(x · ν(x2), 0)κe(x2)
∣∣ dHn−1

≤ 2CrΛ/2 +

∫
∂B1

∫ 1

0

∣∣∣∇u(x1 + rx+ t(x2 − x1)

rκ

∣∣∣|x1 − x2| dtdHn−1

≤ 2CrΛ/2 + C1
|x1 − x2|

rκ
≤ (2C + C1)|x1 − x2|γΛ/2,

if we choose γ := (κ + Λ
2 )−1 and r := |x1 − x2|γ ≤ min(δ0, r0), and the left hand

side

α

∫
∂B1

∣∣max(x · ν(x1), 0)κe(x1)−max(x · ν(x2), 0)κe(x2)
∣∣ dHn−1

≥ c(n)(|ν(x1)− ν(x2)|+ |e(x1)− e(x2)|)(20)

as can be shown by an indirect argument. Suppose towards a contradiction that
cj := |ν1

j − ν2
j |+ |e1

j − e2
j | → 0, (ν1

j − ν2
j )/cj → η, (e1

j − e2
j )/cj → ξ, ν1

j → ν̄, e2
j → ē
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and

0← 1

cj

∫
∂B1

∣∣max(x · ν1
j , 0)κe1

j −max(x · ν2
j , 0)κe2

j

∣∣ dHn−1

≥ 1

cj

∫
∂B1∩{x·ν1

j>0}∩{x·ν2
j>0}

∣∣(x · ν1
j )κ(e1

j − e2
j )−

(
(x · ν1

j )κ − (x · ν2
j )κ
)
e2
j

∣∣ dHn−1

→
∫
∂B1∩{x·ν̄>0}

∣∣(x · ν̄)κξ − κ(x · ν̄)κ−1(x · η)ē
∣∣ dHn−1.

Then (x · ν̄)ξ = κ(x · η)ē for all x ∈ ∂B1 ∩ {x · ν̄ > 0}. Putting x = ν̄ and noticing
that 0 = (|ν1

j |2 − |ν2
j |2)/cj → 2η · ν̄, it follows that ξ = 0. So, x · η = 0 for all x

implying that η = 0. But |ξ|+ |η| = 1. This contradiction proves (20).
Next, (19) as well as the regularity and nondegenracy of u imply that for ε > 0

there exists δ2 ∈ (0, δ1) such that for x1 ∈ ∂{|u| > 0} ∩Bδ1(x0) and y ∈ Bδ2(x1),

(21)
u(y) = 0 if (y − x1) · ν(x1) < −ε|y − x1|,
|u(y)| > 0 if (y − x1) · ν(x1) > ε|y − x1|.

Assuming that (21) does not hold, we obtain a sequence ∂{|u| > 0} ∩ Bδ1(x0) 3
xm → x̄ and a sequence ym − xm → 0 as m→∞ such that

(22)
either u(ym) = 0 and (ym − xm) · ν(xm) < −ε|ym − xm|,
or |u(ym)| > 0 and (ym − xm) · ν(xm) > ε|ym − xm|.

On the other hand we know from (19) as well as from the regularity and nonde-

generacy of the solution u, that the sequence uj(x) :=
u(xj+|yj−xj |x)
|yj−xj |κ converges in

C1,α
loc (Rn;Rm) to αmax(x·ν(x̄), 0)κe(x̄) as j →∞ and that uj = 0 on each compact

subset of {x · ν(x̄) < 0} provided that j ≥ j(C). This, however, contradicts (22)
for large j.

Last, we use (21) in order to show that ∂{|u| > 0} is for some δ3 ∈ (0, δ2)

in Bδ3(x0) the graph of a differentiable function. Applying two rotations we may
assume that ν(x0) = en and e(x0) = e1. Choosing now δ2 with respect to ε = 1

2

and defining functions g+, g− : B′δ2
2

(0)→ [−∞,∞],

g+(x′) := sup{xn : x0 + (x′, xn) ∈ ∂{|u| > 0}}, and

g−(x′) := inf{xn : x0 + (x′, xn) ∈ ∂{|u| > 0}},

we infer from (21) as well as from the continuity of ν(x) immediately that {xn :
x0 + (x′, xn) ∈ ∂{|u| > 0}} is non-empty and that for sufficiently small δ3 the

functions g+ and g− are Lipschitz continuous and satisfy g+ = g− on B′δ3(0).

Applying (21) once more with respect to arbitrary ε we see that g+ is Fréchet-

differentiable in B′δ3(0), which finishes our proof in view of the already derived

Hölder continuity of the normal vector ν(x). �

5. A system with Hölder coefficients

In this section we are going to show that our results extend to the setting

(23) ∆u = f(x,u) := λ+(x)|u+|q−1u+ − λ−(x)|u−|q−1u−, in B1(0),

where u± = (u±1 , · · · , u±m) and u±i := max(±ui, 0). Also, we assume that coefficients
λ± satisfy

0 < λ0 ≤ λ± ∈ C0,β(B1).
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In fact, u is a minimizer of

J(u) :=

∫
B1

|∇u|2 + 2F (x,u) dx,

where F (x,u) := 1
1+q (λ+(x)|u+|q+1 + λ−(x)|u−|q+1).

First of all, we see that first part of Theorem 1.2 (case κ /∈ N) is valid. Even in
the case κ ∈ N, we may use its result to obtain the estimate

sup
Br(z)

|u| ≤ Cεrκ−ε,

for every ε > 0. (Remark 2.4) It implies the monotonicity, Proposition 2.3, for the
energy

Ws(u, x0, r) =
1

rn+2κ−2

∫
Br(x0)

(
|∇u|2+2Fs(x,u)

)
dx− κ

rn+2κ−1

∫
∂Br(x0)

|u|2 dHn−1,

where Fs(x,u) := F (x0 + s(x − x0),u). We have the relation Ws(r, x0,ur) =
W1(rs, x0,u) and the following (almost) monotonicity. (see [5] for similar setting
but in the scalar case.)

Proposition 5.1. Let u be a solution of (23) in Br0(x0) and x0 ∈ Γκ(u). There
exist constants C > 0 and µ > 0 such that W1(u, x0, r)+crµ is increasing for r > 0.

By the monotonicity we can repeat the second part of the proof of Theorem 1.2.
Moreover, we have still non-degeneracy property as we have shown in Proposition
4.1. When coefficients λ± are constant, we can repeat the proof of Theorem 3.1 to
show the Epiperimetric inequality for the energy function

Mx0
(v) :=

∫
B1

(
|∇v|2 + 2F (x0,v)

)
dx− κ

∫
∂B1

|v|2dHn−1.

We now proceed with the proof of the regularity of free boundary at regular points.

Theorem 5.2 (Energy decay). Let x0 ∈ B1 ∩ ∂{|u| > 0}, and suppose that the
epiperimetric inequality holds with ε ∈ (0, 1) for each

cr(x) := |x|κur(
x

|x|
) =
|x|κ

rκ
u(x0 +

r

|x|
x)

and for all r ≤ r0 < 1. Finally let u0 denote an arbitrary blow-up limit of u at x0

and Λ = min{(n+ 2κ− 2)ε/(1− ε), β}. Then there exists a constant C such that

|W1(u, x0, r)−W1(u, x0, 0+)| ≤ CrΛ| log r|,

and ∫
∂B1

|ur(x)− u0(x)|dHn−1 ≤ CrΛ/2| log r|,

for all r ∈ (0, r0).

Proof. We can repeat the calculation in the proof of Theorem 4.2 to show that

e′(r) ≥ −n+ 2κ− 2

r

(
e(r) +W1(u, x0, 0+)−Wr(cr, x0, 1)

)
.

Now we apply the epiperimetric inequality to cr and find a function v ∈W 1,2(B1;Rm)
such that

Mx0
(v) ≤ (1− ε)Mx0

(cr) + εMx0
(h).
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Moreover, we may assume that

(24) Mx0(v) ≤Mx0(ur),

otherwise we substitute v by ur. In order to replace v by ur generally, we find the
following estimate by the Hölder regularity assumption on F (x,v) with respect to
the variable x:

(25) |Mx0(v)−Wr(v, x0, 1)| ≤ C1r
β‖v‖1+q

L1+q(B1),

for some constant C depending only on the coefficients of the problem. Freezing
the coefficients and estimate (25) yields that

Mx0
(v) ≥ Wr(v, x0, 1)− C1r

β‖v‖1+q
L1+q(B1)

≥ Wr(v, x0, 1)− 1

2
C1r

β(Mx0
(v) + κ‖v‖2L2(∂B1))

≥ Wr(v, x0, 1)− 1

2
C1r

β(Mx0(ur) + κ‖ur‖2L2(∂B1)),

where we have used (24) in the last line. Now by the minimality of ur with the
respect of its boundary conditions, we have that

e′(r) ≥− n+ 2κ− 2

r

(
e(r) +Mx0(h)−Mx0(cr) + C1r

β‖cr‖1+q
L1+q(B1)

)
≥− n+ 2κ− 2

r

(
e(r) +

Mx0(h)−Mx0(v)

1− ε
+ C1r

β‖cr‖1+q
L1+q(B1)

)
≥− n+ 2κ− 2

r

(
e(r) +

1

1− ε

[
Mx0

(h)−Wr(v, x0, 1) +
1

2
C1r

β
(
Mx0

(ur)

+ κ‖ur‖2L2(∂B1)

)]
+ C1r

β‖cr‖1+q
L1+q(B1)

)
≥− n+ 2κ− 2

r

[
e(r) +

1

1− ε
(
Mx0

(h)−Wr(ur, x0, 1)
)

+ C2r
β
]

=
n+ 2κ− 2

r

ε

1− ε
e(r)− C3r

β−1 ≥ Λe(r)− C3r
Λ−1.

Therefore

(r−Λe(r))′ ≥ −C3r
−1,

and after integrating in (r, r0), we get

e(r) ≤ CrΛ| log r|.

The second part of theorem can be obtained similarly to the proof of Theorem
4.2. �

Remark 5.3. As apparent from the proof, we need the term log r in the estimate
in Theorem 5.2 only when β = (n + 2κ − 2)ε/(1 − ε). Otherwise, the estimations
are valid without this term.

Other results in Section 4 remain true when we replace the equation with (23),
especially Theorem 1.4 on the regularity of the free boundary.

Remark 5.4. In this section we can treat case q = 0 (or κ = 2). Although, the
proof of epiperimetric inequality in Section 3 needs the condition 0 < q < 1, we
already know the similar result in [2]. Then our proof in Theorem 5.2 covers the
case q = 0.
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6. Appendix: Classification of global solutions in plane

We are going to classify the homogeneous solutions of degree κ of (3) in plane.

Proposition 6.1. Let n = 2. If u is a homogeneous solutions of degree κ of (3)
such that {x : |u(x)| = |∇u(x)| = 0} 6= {0}, then there exist a unit vector ν ∈ R2

and vectors e+, e− ∈ Rm such that |e±| = 0 or 1, and

u(x) = αmax(x · ν, 0)κe+ + αmax(−x · ν, 0)κe−.

Proof. Suppose u(x) = rκΦ(θ), and rewrite the equation in polar coordinates. Then

Φ′′ + κ2Φ = f(Φ), Φ(0) = Φ(2π).

Use polar coordinates for Rm and write Φ(θ) = ρ(θ)Φ̂(θ), where Φ̂ is a unit vector
in Rm. According to the assumption there is θ0 such that Φ(θ0) = Φ′(θ0) = 0. By
a translation we may consider (0, a) to be the maximal interval in which |Φ(θ)| 6= 0

and Φ(0) = Φ′(0) = 0. Then ρ and Φ̂ are smooth in (0, a) and satisfy

(26) ρ′′Φ̂ + 2ρ′Φ̂′ + ρΦ̂′′ + κ2ρΦ̂ = ρqΦ̂.

Now, using this fact that Φ̂ · Φ̂′ = 0, and multiplying (26) in Φ̂′, we obtain

2ρ′|Φ̂′|2 + ρΦ̂′′ · Φ̂′ = 0.

Thus
d

dθ
(ρ4|Φ̂′|2) = 0,

and ρ4|Φ̂′|2 is a constant function in interval (0, a). On the other hand, ρ(0) =
|Φ(0)| = 0, and

ρΦ̂′ = Φ′ − (Φ̂ · Φ′)Φ̂
is bounded in (0, a). Then limθ→0 ρ

4|Φ̂′|2 = 0, hence ρ4|Φ̂′|2 ≡ 0 for θ ∈ (0, a) and

so Φ̂ is a constant vector in this interval since ρ > 0. (Note that Φ̂ is smooth as
long as Φ 6= 0.)

Therefore ρ must satisfy the following equation:

ρ′′ + κ2ρ = ρq in (0, a).

Since ρ(0) = ρ′(0) = 0, according to Proposition 3.2 in [4], a = π and ρ(θ) =
α sinκ(θ). Then Φ(π) = 0. Although ρ′ is not necessarily continuous at θ = π, Φ is
smooth and

Φ′(π) = lim
θ→π−

Φ′(θ) = lim
θ→π−

ρ′(θ)Φ̂ = 0.

Now we can repeat the above argument for another maximal interval (b, c) ⊆
(π, 2π), such that Φ(b) = Φ′(b) = 0. We thus conclude that either ρ = 0 in
(π, 2π) or (b, c) = (π, 2π) and ρ(θ) = α sinκ(θ − π). Therefore there are two unit

vectors Φ̂+ and Φ̂− such that

u(x) = α(x+
1 )κΦ̂+ + α(x−1 )κΦ̂−. �
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